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Abstract 

 Building upon previous efforts to digitize the Daily Princetonian textual archive, this 

project provides an interface for quantitatively analyzing historical, linguistic, and cultural 

trends in the archive. The purpose of the project is to make the trends embedded in the archive 

more digestible and available to the general public. For implementation, the project drew on 

work in sentence-level sentiment analysis and n-gram visualization, combining the two into a 

single interface. The dataset consisted of processed copies of all Daily Princetonian newspaper 

headlines since the paper’s inauguration in 1876. Early work revealed that sentiment analysis 

was not effective for visualizing the archive’s trends, let alone the bias. The solution was to 

visualize the trends using n-gram distributions that also included sample headlines chosen using 

sentiment analysis. The addition of sample headlines to the n-gram increases the ability of the 

viewer to trace the trends back to their original sources in the text. Using the final visualization 

interface, which is available at 54.203.14.54:5000/?keywords=men,women, especially notable 

trends were discovered for the search terms “oriental” and “vietnam”, for example. These 

visualizations effectively reflect the University’s historical and cultural past in a quantitative 

manner and can be used by university scholars, Daily Princetonian writers, and the general 

public.  
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1. Introduction 

Motivations and Goals  

 Newspapers have traditionally lagged behind other forms of media in terms of 

technological advancement and development. While social media, television, and online news 

sites are inherently digital, newspapers are challenged to innovate in the 21st century when their 

primary medium relies on print and paper. On the other hand, the historical longevity of 

newspapers can be seen as a strength and opportunity; more so than their modern counterparts, 

newspapers consistently and thoroughly document histories of nations, towns, schools, and 

college campuses. Even today, in the technological age, newspapers still publish on a daily basis, 

recording and documenting history day in, day out. As a result, from a data mining and analysis 

perspective, newspapers are an untapped source of meaningful, historical data that has yet to be 

studied computationally.  

 The data set studied in the present project, the online archive1 of the Daily Princetonian – 

Princeton University’s 140-year-old daily newspaper – is no different from the above 

generalizations. It was not until 2012 that the paper’s archive became digitized. Prior to the 

nearly $300,000 endeavor, university researchers would have to sift through physical bound 

copies of the paper or even parse the saved microfilm itself. Once the archive had been 

completed following five years of fundraising and laborious digitization, University Archivist 

and Curator Daniel Linke said, “This is going to change how Princeton looks at itself. It [the 

archive] will really give it a window into the past that we haven’t had [before]”, per a 2012 Daily 

Princetonian article2.  

                                                 
1 http://theprince.Princeton.edu/  
2 http://www.dailyPrincetonian.com/article/2012/05/prince-to-complete-digital-archives-dating-back-to-1876 
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 In turn, the primary goal of the present study is to take the next step forward following 

the Prince’s digitization and begin to analyze the data itself. Specifically, the aim of the project 

is to visualize the archive’s textual data so that other researchers, students, staff, and faculty can 

better understand the university’s historical, cultural, linguistic, and political trends. As a digital 

humanities project, the present study will apply modern tools in language processing and 

visualization to a field – college journalism – that has been underutilized from a data science 

perspective. By visualizing the data, the trends within the archive will become more apparent, 

digestible, and understandable to the casual browser.  

Overview of Project  

  After I decided to visualize the Daily Princetonian’s archive, many practical challenges 

and design questions soon arose. The most important question facing the project involved 

defining the trends that the visualizations sought to illustrate.  Unlike some other data 

visualization projects, the need for large quantities of data was not an issue, as the archive 

offered hundreds of thousands of articles to analyze. Instead, a specific metric for quantifying the 

textual data needed to be chosen. In the ideal case, the visualizations would provide clear, 

understandable, and meaningful insights regarding the archive.  

 With endless visualization possibilities, my personal interest became one of the major 

deciding factors when making project design choices. Initially, I made several efforts to track the 

degree of bias in the newspaper over time, with the goal of exposing any losses of objectivity. 

However, the task of measuring bias proved to be beyond the practical extent of the present 

study, as discussed in later sections. As an alternative, n-gram visualizations proved to be much 

more feasible and informative, yielding clear, understandable trends in the archive data.  
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 The remainder of the paper will begin by discussing some of the prior, related work that 

motivated the later implementation choices in developing the visualizations. Thereafter, the bulk 

of the paper will discuss the results of the various visualizations, evaluating their effectiveness in 

clearly depicting historical trends. Finally, a select few example visualizations will be discussed, 

motivating future work as well.  

2. Problem Background and Related Work  

 Few prior studies have shared the same goal of visualizing newspaper archives, so it was 

difficult to explicitly develop a project based on existing work in the field. At the same time, 

development in the fields of language processing and OCR analysis offered significant research 

to guide the present study. The following section will describe the developments in sentiment 

analysis and Google’s N-gram project and explain how those studies guided key design choices 

for this project.   

Sentiment Analysis and Classification  

 Broadly speaking, sentiment analysis is a burgeoning field of language processing that 

aims to compute numerical polarities – typically positive and negative – for input pieces of text. 

Over the past decade, sentiment analysis has been applied predominantly to a field known as 

opinion mining, which determines public sentiment on specific entities [1]. The quintessential 

example of opinion mining involves processing movie and product reviews to quantitatively 

assess public opinion on these consumer goods. Other studies have mined online news and blog 

sites to monitor public approval of famous celebrities, companies, and locations [2]. This project 

will focus less on opinion mining and tracking sentiments of specific entities and more on 

sentiment classification of text, a broader and more general research problem.   
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With multiple prior implementations of sentiment analysis, from machine learning 

models to bag-of-words approaches, a key design choice involved choosing between using an 

existing sentiment analysis tool versus developing an in-house solution [1]. Because the majority 

of public sentiment analysis libraries are designed for modern corpuses, typically social media 

text, ideally I would have developed a library tuned specifically for the Prince archive. However, 

having studied the amount of human labor required to create a complete sentiment analysis 

library, I determined that an existing library would be a better option. Using an existing library 

would allow the project to focus more on the goal of visualizing the archive as opposed to 

making contributions in the field of sentiment analysis theory.  

 The sentiment analysis library chosen for this project is named VADER, or Valence 

Aware Dictionary for sEntiment Reasoning [3]. VADER was chosen as a suitable sentiment 

analysis library because it is provided in a popular language processing library called NLTK; 

using VADER would ensure a certain degree of reliability and practicality for a project that 

focused more on visualizing the archive rather than developing a sentiment analysis library. At 

the same time, the details of VADER’s implementation were also suitable because the library 

utilizes a modified and improved bag-of-words approach that also considers context and sentence 

structure. Though this approach is far simpler than designing a machine learning model, the 

VADER developers showed that their simpler design actually yielded better performance when 

analyzing the sentiment of New York Times editorials – a similar dataset to the present study [3]. 

Additionally, the simplicity of VADER allows for more efficient computation, whereas machine 

learning models must be trained for each corpus [1].  

To understand the strengths and limitations of sentiment analysis, in this project, it is 

important to delve into VADER’s implementation details.  Namely, VADER assigns positivity 
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and neutrality scores based on two major criteria: a “Gold Standard Vocabulary List” and five 

additional modifying heuristics. The vocabulary list in VADER’s implementation reduces down 

to a manual mapping between words in the English language and a positivity valence ranging 

from -4.0 to +4.0. While simple, assembling the list was far from trivial as the researchers 

recruited human raters from Amazon’s Mechanical Turk service to complete the mapping. 

Following a tedious process of human rating, the final vocabulary list included verified sentiment 

mappings for 7,500 individual tokens, including words, acronyms, and even emoticons. A small 

excerpt of the mapping is shown in the table below. By relying on VADER’s vocabulary list, the 

present study could avoid the time-consuming process of mapping the English language.  

“VADER” Gold Standard List (Excerpt) 

Word Positive Valence 

“okay” 0.9 

“good” 1.9 

“great” 3.1 

“horrible” -2.5 

Table 1: Sample from the VADER Sentiment Library vocabulary mapping 

Whereas a bag-of-words approach would have concluded with the vocabulary list, 

VADER also rates sentiment scores based on five additional heuristics that the developers 

themselves identified. These heuristics are as follows: punctuation, capitalization, degree 

modifiers (e.g. extremely), contrastive conjunction (e.g. but), and negation detection. While a 

few of the heuristics are not relevant to sentiment analysis of newspaper text, such as 

“punctuation”, these five additions elevated VADER’s performance by also considering the 

context of inputs. These heuristics also attest to the difficulty of sentiment analysis. For example, 
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the addition of a seemingly simple word such as “but”, can completely alter the sentiment of the 

text. In short, VADER is an imperfect yet well-tested sentiment analysis library for application 

development [3].  

Putting these factors together, VADER calculates a positivity, negativity, and neutrality 

score for each input sentence. The first step of the process involves translating each word in the 

sentence to its corresponding valence, ranging from -4.0 to +4.0, as specified in the “Gold 

Standard Vocabulary List”. Words not contained in the list are assumed to be neutral and have a 

valence of zero. Next, the valence of each word is adjusted according to the aforementioned 

heuristics, either increasing or decreasing the value. Finally, the individual sentiment scores are 

calculated as fractions of the total valence. The total, or denominator, is defined as the sum of all 

positive valences, the absolute value of the negative valences, and the number of neutral words. 

By definition, the total of the three scores will always be one. For further clarity, these 

expressions are written in the equations below: 

𝑇𝑜𝑡𝑎𝑙 =  ∑ 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑣𝑎𝑙𝑒𝑛𝑐𝑒𝑠 + ∑ |𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑣𝑎𝑙𝑒𝑛𝑐𝑒𝑠| + (𝑛𝑢𝑚 𝑛𝑒𝑢𝑡𝑟𝑎𝑙)  

𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑠𝑐𝑜𝑟𝑒 =  
∑ 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑣𝑎𝑙𝑒𝑛𝑐𝑒𝑠

𝑇𝑜𝑡𝑎𝑙
 

𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦 𝑠𝑐𝑜𝑟𝑒 =  
∑ |𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑣𝑎𝑙𝑒𝑛𝑐𝑒𝑠|

𝑇𝑜𝑡𝑎𝑙
 

𝑛𝑒𝑢𝑡𝑟𝑎𝑙𝑖𝑡𝑦 𝑠𝑐𝑜𝑟𝑒 =  
𝑛𝑢𝑚 𝑛𝑒𝑢𝑡𝑟𝑎𝑙

𝑇𝑜𝑡𝑎𝑙
 

N-grams  

 N-gram visualizations are composed by plotting the relative frequencies of query words 

over time. For example, to calculate the n-gram frequency of the word “women” for the year 
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2000, one would divide the number of occurrences of the word “women” by the total number of 

distinct words in 2000 for the chosen corpus. Although the technique is simple and 

straightforward, unlike generating machine learning models for sentiment analysis, n-grams did 

not become popular until Google exploited the technique in 2011 [4]. What made Google’s 

approach different and well-known was the size of its corpus, 5 million digitized books spanning 

centuries. According to the original paper, Google’s textual corpus contained roughly 4% of all 

books ever published. By leveraging such a large dataset, Google’s n-gram visualizations were 

more complete. An example of Google’s visualization tool in use is shown below in Figure 1.  

 

Figure 1: Example of Google’s N-gram Viewer  

 Compared to Google’s n-gram dataset, the present study only utilizes a few million 

words, or 1/10,000th of Google’s dataset size. Thus, the n-gram visualizations from the present 

study will exhibit much more variability. Additionally, the vocabulary of query terms will be 

much smaller; whereas one could arbitrarily search for the term “gypseous” in Google’s n-gram, 

such a search will yield null results in the present study. On the other hand, one advantage of the 

present dataset is specificity. For Google’s project, the books comprising the corpus spanned 
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uncountable subjects, fields, and even languages – it would be extremely difficult to trace trends 

in the visualizations to their original source in the text. Additionally, disproportionate 

representation from certain genres and subjects could bias the Google results. In contrast, the 

entire corpus for the present study centers around a single college campus, thus the resulting 

trends, though possibly fewer than Google’s, will all directly link back to the Princeton campus.  

 Perhaps the greatest takeaway from Google’s pioneering paper on n-grams is not the 

technique itself but rather the conclusions and observations the researchers were able to draw 

from the data. From the beginning, the n-gram researchers describe the project as a study of 

“culturnomics”, which means to “observe cultural trends and subject them to quantitative 

investigation”, very similar to the present study’s main goal [4]. The Google paper later 

elaborates, citing potential trends in “lexicography, the evolution of grammar, collective 

memory, the adoption of technology, the pursuit of fame, censorship, and historical 

epidemiology” [4]. In fact, using OCR’ed copies of five million books, the Google researchers 

were able to track the usage of words such as “snuck” vs. “sneaked”, cases of influenza over 

time, and even the differences between American English and British English. Due to a much 

smaller corpus, the present study will not be able to analyze nearly as many topics, but will draw 

significant motivation from the examples set forth by the Google n-gram project. A successful 

implementation would reveal culturomic trends in the Princeton campus and greater college 

student population.  

3. Approach  

Initial Setbacks  

 Motivated at first by personal interests, the project initially focused on applying 

sentiment analysis to the Daily Princetonian archive. With the grunt work already completed in 
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VADER, I was excited to observe the resulting trends when applied to a large dataset. Heading 

into the beginning phases of the project, my two major research questions were: First, would a 

sentiment library designed for modern media text perform well when applied to archival data 

spanning a century’s worth of publications? Second, if so, what meaningful trends would emerge 

from such an application of sentiment analysis? 

 

Figure 2: Average positivity sentiment score for headlines by year 

 The first few plots of sentiment scores were designed to ambitiously measure the degree 

of bias in the Daily Princetonian headlines over time. I studied only headlines because VADER 

is not equipped to score input text longer than a few sentences. Previous studies have, in fact, 

performed sentiment classification on entire documents, however these methods usually require 

greater assumptions and have more inconsistency. For example, a previous study that classified 

entire movie reviews assumed that each review, or “document”, contained only one opinion 

holder (the viewer) and one opinion target (the movie). Because such assumptions could not be 
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made for the Prince dataset, I used sentence-level classification instead. Because headlines are 

succinct abbreviations of the article, the information loss is minimized.  

To calculate the bias, I presumed that a neutrality score – approximately the fraction of 

neutral words in a sentence – could serve as a bias heuristic, equating neutrality with objectivity. 

However, a deeper reading into bias detection debunked this initial hypothesis. A counter 

example to the above hypothesis could be the headline, “Princeton student accused of plagiarism, 

facing suspension”. Though such a headline would receive a very negative sentiment score, it 

could also be a fair, objective headline. Dillon Reisman explains that detecting bias in newspaper 

headlines is especially difficult because these small pieces of text are very “information dense” 

and measuring bias is often subjective [5].  

Furthermore, the initial basic plots of sentiment scores over time, themselves, proved to 

be unsatisfactory as trends were arbitrary at best. An example positivity score plot is shown 

above in Figure 2, with no discernible and verifiable trend present. The results of these initial 

experiments will be discussed later in the Evaluation section.  

Combining Sentiment Analysis with N-grams  

 In search of a different metric to visualize the ‘Prince’ data set, I eventually turned to the 

n-gram visualization approach. I had erroneously assumed that because the n-grams were simpler 

from a computation perspective, they would yield less meaningful “culturnomic” trends. In 

reality, the simplicity proved to be a strength. By simply analyzing the usage frequencies in the 

same headline dataset as before, trends became immediately apparent and digestible. For 

example, using n-gram visualizations it was possible to measure the frequency of words such as 

“woman” and “female” in the Prince dataset; in the end, the linguistic trends, shown in Figure 3 

below, successfully matched the historical contributions of women following Princeton’s gender 
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integration in the late Sixties. Unlike the sentiment analysis visualizations, the n-gram approach 

provided verifiable results that accomplished the original goal of elucidating trends in the text. 

 

Figure 3: Linguistic trends for “men” and “women” match historical context 

 At the same time, the sentiment analysis work was not all for nothing. While sentiment 

analysis was not effective in illustrating macro trends over a century of data, it was effective on 

an individual basis, producing logical scores for individual headlines. So, sentiment analysis was 

used to supplement the n-gram visualizations. One of the major shortcomings of bare n-gram 

plots is the inability to understand the underlying causes for the apparent trends. While it is 

possible to parse overall changes in usage frequencies and observe peaks and slopes, it is more 

difficult to understand why these trends exist. For a given n-gram visualization, the goal, then, 

was to select a few of the key, original headlines to accompany and explain the visualization. To 

select which headlines to use, those with the most extreme – most positive and negative – 

sentiment analysis scores were chosen as effective samples, as evidenced in Figure 3 above.  The 
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sample headlines component of the project represents an improvement on the Google n-gram 

project, allowing users to trace the trends back to the original sources. Finally, the final 

visualization interface was packaged into an online, user-interactive UI for distribution, which 

will be described in further detail in the following section.  

4. Implementation  

As a data mining project, a significant portion of the implementation centered around first 

collecting the necessary textual data and then developing an understanding of the dataset before 

creating the final visualizations. The implementation section below will walk through the process 

by which textual data was scraped from the archive’s site, how the data was studied and analyzed 

from a development perspective, and, finally, how the project was packaged together into a user-

friendly, public interface.  

Scraping  

Securing an accurate copy of the archive textual data proved to be the largest practical 

challenge at the beginning of the project. Though the original archive site was designed for 

casual browsing of individual papers from the past, it was not immediately obvious how one 

would efficiently and programmatically isolate the text from the archive site. Interfacing with the 

archive’s front-end could limit the efficiency of visualization generation, with the bottleneck 

being the network latency. Additionally, there was a greater probability of error as scraping the 

front-end could potentially inject superfluous text into the dataset. A second possibility involved 

accessing the archive’s backend database storage and obtaining copies of the source XML data 

files themselves. These files were generated from the OCR vendors themselves and are stored on 

the Princeton University Library servers. However, this approach would inevitably involve a 

large amount of database manipulation and data parsing. The source files were also suboptimal 
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because they contain a large amount of data that is irrelevant to the project, including the 

physical spacing of characters on a scanned newspaper page.  

Because the data analysis relied only on the article headlines and not the entire article text 

body, a solution was to scrape the table of contents for each newspaper issue. This approach was 

different from scraping the archive front-end directly because the table of contents for each issue 

are generated through independent AJAX calls from the browser. By emulating these table-of-

contents AJAX calls through Python’s Requests library, it was possible to obtain clean copies of 

the article headlines.  

To avoid all future network latency due to the archive site, all of the article headlines 

from 1876 to 2004, the span of the archive, were collected in a single batch and stored in a local 

JSON file. Inside the local file, headlines were stored in a key-value dictionary with the key 

being the date of an issue and the value being a list of all headlines for the given issue. Of note, a 

few known rogue headlines, such as “Advertisement” or “Untitled”, were filtered and not 

included in the JSON file. Additionally, I casted all headlines to be only in lowercase to improve 

n-gram results. Because the dataset was already much smaller than Google’s, lowercasing the 

headlines consolidates n-gram matches. For example, “Women” and “women” feed into a single 

n-gram visualization. After the complete data mining process, the resulting JSON file contained 

over 390,000 headlines in total, representing roughly 25MB of data.    

Developing Visualizations  

 Because the project utilized a pre-made sentiment analysis library, the process of 

generating visualization charts was straightforward from a computational perspective. 

Everything from the preliminary “accuracy” charts, which will be discussed more thoroughly in 

the “Evaluation” section, to the sentiment and n-gram charts, simply involved iterating through 
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all of the headlines stored in the JSON file. In nearly all of the charts, with exceptions noted 

later, headlines were grouped by year. For example, to generate the n-gram charts, I calculated 

two major metrics for each year: the total number of headlines and the number of headlines 

containing a given n-gram. The majority of charts generated during the development process 

were created using Python’s graphing library matplotlib.  

 Though the visualization algorithm ran in linear time with respect to the number of 

headlines, the performance of the scripts was reasonable. Regardless of visualization type, plots 

were generated within a few seconds. Comparatively, collecting the headlines themselves 

required over an hour of runtime. Thus, the cost of network latency far outweighed the runtime 

cost of iterating through all of the headlines in the dataset.  

User Interface 

 The goal of the present study is to make historical and cultural (“culturomic”) trends 

embedded within the Daily Princetonian archive more accessible to the general public and 

casual browser. Thus, the final component of the project involved opening the visualizations to 

public access through a user-friendly interface. To achieve this goal, the visualization scripts 

were wrapped into a Flask server, also developed using Python. A user of the server would 

submit keywords through URL parameters; the server would then respond with the customized 

visualization page. For example, to analyze usage of the terms “men” and “women” in the 

archive, one would access the following URL: 54.203.14.54:5000/?keywords=men,women; this 

result is shown in Figure 3 from the “Approach” section.  When n > 1, the individual words of 

the n-gram query are separated by underscores, which are interpreted as spaces. Of note, the 

headlines listed in the UI are links that direct back to readable scanned copies of the original 

issue. An example of such a scan is shown in Figure 4 below. 
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Figure 4: Example scan of an original Daily Princetonian article 

 

To improve general aesthetics, the front-end visualizations were produced using Google 

Chart’s Javascript library, and the bare-bone CSS package Skeleton improved the appearance of 

the visualization site. The Flask server is currently hosted on an Amazon Web Services t2.micro 

instance.  As visualization requests are processed in the order they are received, the server 

response time can reach upwards of one minute when 5-10 visitors are browsing the site. A 

future improvement would migrate the server to a higher-performance hosting service.  

5. Evaluation and Discussion 

Accuracy  

After scraping the text from the archive site, it was important to verify the accuracy of the 

scraping results before proceeding with the visualizations themselves. Sources of data error in 

this project included everything from OCR inaccuracies to scraping mistakes, such as scraping 

sentences from the article text as opposed to the headlines or failing to scrape the archive in its 

entirety. Because the OCR accuracy was beyond the control of the project, the accuracy tests 
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described below are mostly sanity checks on the completeness of the dataset. It is important to 

note that developing these initial sanity checks improved my general understanding and 

knowledge of the dataset, which motivated the Examples that will be described later.  

The first sanity check involved visualizing the number of issues that were published in 

each year, as reflected in the archive scraping data. Figure 5 below shows the number of issues 

plotted by year, once again using Python matplotlib library. From the figure, we see an expected 

dramatic increase in issues in the year 1890, which was the year the newspaper switched from a 

bi-weekly to daily publication. Additionally, the figure shows that the a disproportionately larger 

number of issues were published between 1900-1940. Thus, we should expect the visualizations 

to greater emphasize this time range. Since then, publication rates have steadied to a modern 

level of 150 issues per year.  

 

Figure 5: Accuracy check of the number of issues by year 
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Next, Figure 6 below plots the average number of headlines that were published in an 

issue on a monthly basis. This chart was originally created to check whether each issue in the 

scraping data contained a logical number of headlines. For the most part, the figure shows that 

the majority of issues averaged around 20 headlines, which matches expected results. However, 

the figure also includes seemingly unrealistic peaks beginning in 1973. While these peaks were 

initially interpreted as scraping errors, it was eventually discovered that the newspaper would in 

fact publish extremely long, composite “Class Issues” around reunions each year. The discovery 

of the Class Issues series is an example where sanity checks on the data led to a better 

understanding of the archive’s content.  

Figure 6: Average number of headlines per issue, by month 

 

Sentiment Analysis Results   

 The following section will walk through the results from the sentiment analysis 

visualizations, including both the shortcomings and the strengths of the approach. The greatest 
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weakness of the sentiment analysis plots was the inability to measure and observe “culturnomic” 

trends. Should trends have been present, it was not possible to link them back to their source 

motivators. For example, Figure 7 below was one of the most comprehensive sentiment plots 

created during the project; the plot shows average neutrality scores by year, as calculated using 

VADER. As mentioned in the Approach section, prior studies suggested that the neutrality score 

would be insufficient in measuring bias. Nonetheless, it was hypothesized that the sentiment plot 

would still reveal trends in the attitudes of college-age students. While the figure does suggest 

notable increases in neutrality around 1900, for example, it was not possible to derive 

explanations without making unsubstantiated conclusions.  

Figure 7: Comprehensive neutrality score plot spanning entire archive 

 

 On the positive side, the sentiment analysis results did confirm that VADER, though 

designed for modern text, could be effectively applied to older 20th century textual data as well. 

To test this issue, the most positive and negative headlines of at least 30 characters in length 
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were collected, as shown in Figure 8 below. In the figure, headlines are accompanied by their 

date of publication and corresponding positivity or negativity score. The results suggest that 

VADER correctly scored these headlines. Thus, although it was not possible to measure trends 

on a macro level using sentiment analysis, the technique was successful on a headline-by-

headline basis. Subjectively, these superlative headlines comprised an interesting sample of the 

larger headlines data set.   

Figure 8: Most positive and negative headlines in the archive  

  

Strength of N-grams  

 Compared to the sentiment plots, the n-gram visualizations successfully revealed 

“culturnomic” trends embedded in the Prince archive text. The greatest strength of the n-gram 

approach is that all of the results are relative. Meaning, it was possible to study both obscure 

terms as well as more ubiquitous ones because the frequency of each term is only compared to 

itself. Additionally, because all of the terms were evaluated using the same, simple method, it 

was possible to validly compare the n-gram plots of several terms at the same time. Finally, 

because the n-gram metric is represented as a fraction or a percentage, this approach is more 
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resistant to noise in the data than the sentiment scores. For example, if one were to add 

superfluous, meaningless text to the end of each headline, a possible scraping inaccuracy, the n-

gram calculations would still reflect the same trends. On the other hand, the sentiment approach 

would be impacted by extraneous noise in the dataset, measuring the sentiment of the noise in 

addition to the clean data.  

 The n-gram approach was also favorable because the visualizations are user 

customizable. Whereas the sentiment plots are static and generated once, the n-gram 

visualizations are subject to the user’s interests. The flexibility of the n-grams also increases the 

breath of the project. Instead of only analyzing trends in a particular area, such as bias, the user is 

able to study patterns in everything from history to linguistics. While the project initially 

intended to focus on a specific, pre-determined subset of topics, including gender and racial 

discrimination, the openness of the n-gram interface proved to be a strength.  

 Finally, the n-gram visualizations were overall better suited for a large, historical dataset. 

Sentiment scores, on the other hand, are not time dependent and can be run on a small sample 

size of text. In contrast, n-gram visualization leverages the size and time-scale of the data to its 

advantage. Along this train of thought, the n-gram visualizations would actually be more 

complete if article body text was used in addition to the headlines, but this would undermine the 

runtime performance of the UI and nullify the contributions of the sentiment scores, which 

cannot be applied to paragraph-length input texts.  

Examples  

 In support of the project’s ability to visualize “culturomic” trends in the Prince archive 

text, we will now walk through two major examples that highlight this claim. The first, shown in 

Figure 9 below, illustrates the usage frequency of the words “vietnam” and “protest” in the 
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Prince archive, with a few example superlative headlines shown. This first example effectively 

captures both social and historical trends related to the Princeton campus. As expected, the n-

gram distribution for “vietnam” reaches a peak in 1966, roughly the peak of the historical war 

itself. Interestingly, the usage frequency of the word “Protest” parallels that of Vietnam. Though 

the amplitude for the “protest” n-gram is larger, its fluctuation is the same.  

 

Figure 9: Final UI showing results for search terms “Vietnam” and “Protest” 

 One could argue that these n-gram distributions only restate known facts about the 

Vietnam War and college activism during the time. However, similar to the Google n-gram 

project, these charts better quantify the trends in a visual manner. For example, from the charts, 

one can determine in that in 1966, nearly one in a hundred headlines in the Daily Princetonian 

related to the Vietnam War.  
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 The second example illustrates a more social linguistic trend within journalism and 

society. Namely, in Figure 10 below the results for the term “oriental” are shown. From the n-

gram distribution, one can clearly see that usage of the term reached a peak in the Thirties, but 

has diminished since then. Now, the term “oriental” has become an artifact of the past. 

Compared to the previous example, the trend is less popularly well-known, but just as prominent, 

nonetheless. Additionally, the sample headlines are particularly useful for the “oriental” 

keyword, showing instances of the term’s usage from a linguistic perspective. The superlative – 

most positive and negative – headlines show that “oriental” can refer to anything from oriental 

languages, to oriental flu, to oriental luxury, with a time period associated with each of these 

usages.  

Figure 10: Final UI showing results for search term “Oriental” 
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6. Conclusion  

 To summarize, this project provides quantitative visualizations of historical, linguistic, 

and cultural trends reflected in the Daily Princetonian archive. The addition of “superlative” 

headlines also allows viewers to trace these trends back to specific articles – a sample of the 

larger corpus. The project advances efforts to not only digitize but also computationally analyze 

the data preserved in the University’s vast archive. Specifically, the interface developed in this 

project can be used by scholars interested in Princeton-specific history and those investigating 

trends related to college campuses in general. Additionally, the project’s results may be useful to 

the newspaper itself. Even the “sanity” accuracy checks can guide the newspaper’s future 

leadership in how the paper has functioned in the past; for example, the visualizations in the 

Evaluation section clearly show the instances of “Class Issues” better than a plain, textual search 

engine. Furthermore, the visualization UI can even help guide today’s newspaper writers as they 

research occurrences of similar events in the past.  

 Future work on the project should seek to improve the overall user’s ability to discover 

culturomic trends of interest. In the current state, the discovery process is unreliable in that many 

search terms yield inconclusive trends. As such, it would be worthwhile to develop a metric that 

measures the quality of an n-gram distribution. Such a metric could be paired with a 

recommendation system that suggests similar terms to query. One could utilize the WordNet 

project to implement such a recommendation system. Finally, the project would also benefit 

from an expanded dataset, perhaps one that spans even more college campuses.  
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 Appendix 

Because the article body could not contain all of the notable visualizations, the remaining 

examples have been compiled here for the reader’s interest. Each of the visualizations below is 

accompanied by an interpretation of the results and their greater significance.  

Figure 11: Discrepancy in coverage between gendered sports 

 

 The above n-gram and headline visualization shows coverage of both men’s and 

women’s basketball. From the n-gram, we can see that neither term was used before the 

Seventies because the gender was not ambiguous before Princeton became co-educational. 

Furthermore, searches for basketball, soccer, lacrosse, and swimming all reveal that women’s 

sports received greater coverage than men’s sports in the Seventies, whereas the trend either flips 

or narrows in modern times. It is also possible that the women’s sports did not necessarily 

receive more coverage, but were identified with the “women” keyword more often whereas 
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men’s sports did not require a gender associated. In either case, this example, in particular, 

illustrates the comparison power of n-grams where n > 1.  

Figure 12: Analysis of the perception of time 

 

 This quirky example is directly inspired by Google’s original n-gram experiments. The 

researchers studied society’s focus on the present and dismal of the past by visualizing the 

mentions of specific year numbers, such as “1883”. The Google researchers concluded that 

society rarely looks in the future, years are not mentioned before they occur, and then attention 

on past years decays over time. A similar, though less pronounced, phenomenon occurs in the 

Daily Princetonian data set, with one caveat: from the visualizations and sample headlines it’s 

clear that the years usually refer to graduation years. For example, the peak for the n-gram 

“1920” actually takes place in 1916. This example is a reminder to understand the nature of the 

underlying corpus before making direct inferences from the n-gram visualizations.   


